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What is DeepSeek R1?
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• DeepSeek R1 is an open-source large language 
model designed for conversational AI, coding, and 
problem-solving.

• It recently surpassed OpenAI's flagship reasoning 
model, o1, in performance across several 
benchmarks.
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Benchmark performance



DeepSeek R1 vs DeepSeek V3 vs DeepSeek 
R1-Zero
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DeepSeek R1:

• Used for complex reasoning tasks.

• Incorporates supervised fine-tuning and reinforcement learning to boost 
performance.

DeepSeek R1-Zero:

• Similar architecture but prioritizes zero-shot capabilities without fine-
tuning.

DeepSeek V3:

• Scalable NLP with selective parameter activation for task-specific 
processing.



Contribution 1
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Contribution 2
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Summary of Evaluation
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Reasoning Tasks:

• AIME 2024: DeepSeek-R1 achieves 79.8% Pass@1, slightly surpassing OpenAI-o1-1217.

• MATH-500: Scores 97.3%, matching OpenAI-o1-1217 and significantly outperforming other 
models.

• Coding-related tasks: Attains a 2,029 Elo rating on Codeforces, outperforming 96.3% of human 
participants in code competitions.

• Engineering-related tasks: Performs slightly better than DeepSeek-V3, aiding real-world 
development tasks.

Knowledge Tasks:

• MMLU Benchmarks:
• Scores: 90.8% on MMLU, 84.0% on MMLU-Pro, 71.5% on GPQA Diamond.
• Outperforms DeepSeek-V3 but trails OpenAI-o1-1217.
• Excels in educational tasks compared to other closed-source models.

SimpleQA: Outperforms DeepSeek-V3, demonstrating strong factual query handling.
• OpenAI-o1 still leads on this benchmark.



Template for DeepSeek R1-Zero

8



9

Results: DeepSeek-R1-Zero vs OpenAI-o1-mini



The Aha moment!

Aha Moment of DeepSeek-R1-
Zero:
• Observed in an intermediate 

model version.
• Model reevaluates and 

allocates more thinking time.
• Shows potential advanced 

reasoning via reinforcement 
learning (RL).

• RL enables problem-solving 
without explicit teaching.

• Highlights RL's potential for 
adaptive intelligence.
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Limitations

• Current Limitations of DeepSeek-R1:

• General Capability: Falls short of DeepSeek-V3 in tasks like function 
calling, multi-turn conversations, complex role-playing, and JSON 
output.

• Language Mixing: Struggles with non-English/Chinese queries, often 
defaulting to English for reasoning and responses.

• Prompt Sensitivity: Performance degrades with few-shot prompting; 
better results seen with zero-shot setups.

• Software Engineering: Limited improvement over DeepSeek-V3 due 
to long evaluation times and lack of large-scale RL applications.
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