
Language Models are Few-Shot Learners
Authors: Tom B. Brown,  Benjamin Mann,  Nick Ryder,  Melanie Subbiah, et al.

Presenter: Abdullah Mamun
Date: Feb 15, 2023

Over 7,800 citations as of today

Purpose of the presentation:
A brief overview on the strengths and weaknesses
of language models.



Language Model
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Given a sequence of text, generates the next word
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Transformer: The building block of GPT-3



Traditional Fine-tuning
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Model is pretrained on a large corpus of text 
data.

The pretrained model is copied and fine-tuned 
for a specific
task 



Training data and number 
of parameters
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Traditional Fine-tuning
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Model is pretrained on a large corpus of text 
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The pretrained model is copied and fine-tuned 
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GPT-3 does not need fine-tuning. It needs 
conditioning.
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Total compute used during training
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Results: Completion
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Results: Translation
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Ques answering
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NaturalQues WebQS
TriviaQA



Ques answering
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Arithmetic
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Essay writing
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Essay writing
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Learning new words
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Poor vs Good English



Risks: Misuse, Bias, Stereotyping.
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• Fake news generation, Imposture, Academic misuse
• Gender, Race, Religious bias
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