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Purpose of the presentation:
A brief overview on the strengths and weaknesses
of language models.



Language Model
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Given a sequence of text, generates the next word
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Transformer: The building block of GPT-3



Traditional Fine-tuning
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Model is pretrained on a large corpus of text 
data.

The pretrained model is copied and fine-tuned 
for a specific
task 



Training data and number 
of parameters
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Traditional Fine-tuning
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Model is pretrained on a large corpus of text 
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The pretrained model is copied and fine-tuned 
for a specific
task 



GPT-3 does not need fine-tuning. It needs 
conditioning.
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Arithmetic operation performance of GPT 3
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Example Benchmark
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Current SOTA LLM on GSM8K
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Prompt Engineering
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Zeroshot-COT
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Prompt Engineering

• Ref: 
Language 
models are 
zero shot 
reasoners

17



Different prompts
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Back to GPT3- Total compute used during training
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Results: Completion
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Results: Translation
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Ques answering
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NaturalQues WebQS
TriviaQA



Ques answering
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Risks: Misuse, Bias, Stereotyping.
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• Fake news generation, Imposture, Academic misuse
• Gender, Race, Religious bias
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