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Introduction to 
Postprandial 
Hyperglycemia and 
Prediction
Significance of Postprandial Hyperglycemia

Postprandial hyperglycemia, defined by elevated blood glucose after meals, 

is a critical marker for progression toward type 2 diabetes. The postprandial 

area under the curve (AUC) is an important metric for blood glucose 

regulation and potential diabetes risk assessment.

Opportunity for Prediction and Intervention

By forecasting postprandial AUC in advance using lifestyle information 

such as diet and physical activity, individuals can proactively adjust their 

behaviors to maintain healthy glucose levels, potentially preventing the 

onset of diabetes.



GlucoLens: An Explainable 
ML Solution

• GlucoLens is an explainable machine 
learning system designed to predict 
postprandial AUC and hyperglycemia. 

• Integrates advanced data processing, LLMs, 
and trainable ML models.

• Inputs include continuous glucose 
monitoring (CGM), physical activity tracked 
by wearable devices, and detailed food and 
work logs. 



Clinical Trial and Data 
Collection

• A five-week clinical trial, 
involved 10 full-time 
working adults. 

• Data from CGM devices, 
activPAL, GENEActiv, food 
logs, and work logs

• Lunches were standardized 
and their nutritional 
contents precisely tracked.

Lifestyle and Activity 
Interventions

Participants underwent 
Baseline (usual habits), 
'Stand' (maximal 
standing), and 'Move' 
(maximal movement) 
conditions in 
randomized order

WorkWell Study 
Overview
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Feature Engineering and 
Data Processing

Multimodal Data 
Processing

• Handwritten food and work 

logs were digitized using OCR 

and manual intervention. 

• Features were engineered from 

dietary macronutrients, 

glycemic load calculations, 

wearable-derived activity 

metrics, and work habits.

• CGM data were processed for 

fasting and recent glucose 

metrics.

Comprehensive 
Feature Sets

Five different feature sets 

were formed, integrating 

self-reported and sensor-

based activity data, 

macronutrients, glycemic 

load, and daily routines, 

yielding 31 features for 

model input including both 

objective and self-reported 

lifestyle information.



Machine Learning 
Architectures and 
Modeling Approaches

Backbone Model 
Experiments

GlucoLens utilized multiple ML 

model backbones, including 

Random Forests (RF), Ridge 

Regression, Multilayer Perceptrons 

(MLP), XGBoost, and TabNet. 

Extensive hyperparameter tuning 

was performed, including variation 

in model depth, regularization, and 

ensemble combinations.

Integration with Large 
Language Models (LLMs)

Zero-shot LLMs (e.g., GPT-4, 

Claude Opus 4) were employed for 

predictions and as hybrid inputs to 

ML models. LLM-only, hybrid, and 

base models were systematically 

compared for performance and 

interpretability.
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Results: AUC 
Prediction 
Performance



Results: 
MaxBGL and 
MLP 
performance
s



Hyperglycemia Detection Models



Hyperglycemia Detection Results



Hyperglycemia Detection Results
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