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Original
Prompt: “Replace the background 
with the Grand Canyon.”

Nano Banana
GPT 5
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How is Google marketing Nano Banana?

Original

Example Prompt AI-generated

Different prompt Different prompt



Original

Nano Banana

GPT 5 (DALL·E through GPT-4o’s
image generation capabilities)

Prompt: Reimagine this person as a matador 
inside a bullfighting ring.

Nano Banana vs
GPT 5



Original

Prompt: Replace the background with the 
Grand Canyon.

Nano Banana

(DALL·E through GPT-4o’s
image generation capabilities)

GPT 5

Nano Banana vs
GPT 5 This looks nothing like me!



Original

Prompt: Replace the background with the 
Grand Canyon.

Nano Banana

GPT 5 (Latest DALL E with
latest GPT version)

2nd chance

Nano Banana vs
GPT 5 Still not me!



Nano Banana was not only highly superior in the quality, but also 
much faster in generating the image.



Original

Original

Nano Banana Gemini 2.0 Flash GPT-Image

Prompt: Replace the clock in the image with a Rolex

Prompt: Replace David with Iron Man and create it in a magazine cover poster style

Nano Banana Gemini 2.0 Flash SEED

Effect comparison



Original Nano Banana Step1x-edit FLUX    .

Prompt: Let her put down her phone, then give a thumbs up

Another example



Strengths of Nano Banana



But how does it work?
Real name of Nano Banana

• Not open-source
• Gemini 2.5 uses mixture of experts 

architecture like others.

• May consider reading the Gemini 2.5 paper 
by Google

• Most likely diffusion model for image 
generation/editing (according to the 
Internet, not confirmed by Google)

• My guess: maybe one key trick is localizing 
the part of the image that will remain 
unchanged and generating the other pixels –
or maybe different fine tuning with labeled 
data?

https://arxiv.org/abs/2507.06261

https://arxiv.org/abs/2507.06261


Why do we care as Healthcare AI researchers? 



● Compares a state-of-the-art omnimodel (Gemini 2.5 Pro) against domain-
specific models.

● Focuses on three distinct tasks: polyp, retinal vessel, and breast tumor 
segmentation.

● Analyzes performance at the extremes: the "easiest" and "hardest" cases for 
specialist models.

● Reveals a nuanced, task-dependent landscape of complementary strengths 
rather than simple superiority.

Summary of the paper: Omnimodels vs
specialist models



A Paradigm Shift in AI

The Specialist Era

• For decades, medical AI progress was driven by 
highly specialized models (e.g., U-Net).

• These models were designed and trained on 
curated datasets for a single, well-defined task.

• They achieved high performance through 
focused expertise.

The Generalist Revolution

• The latest evolution is the "omnimodel" (e.g., 
Gemini).

• Pre-trained on vast, web-scale data.

• Can perform an array of tasks across text, 
images, and other modalities.

• Demonstrates remarkable zero-shot capabilities.



The Central Research Question
• Can the broad, generalized knowledge of an omnimodel compete with the 
focused expertise of a specialist?

• Especially in domains where precision, reliability, and safety are paramount.

Omnimodel Promise

Versatility and reduced 
reliance on task-specific 

training data.

Specialist Strength

Nuanced perceptual 
capabilities from architectures 

optimized for a single task.

The Unknown

Can versatility match the fine-
grained performance needed 

for clinical-grade 
segmentation?



Experimental Design

Tasks & Datasets
● Polyp Segmentation (CVC-

ColonDB)

● Retinal Vessel Segmentation 
(FIVE)

● Breast Tumor Segmentation 
(BUSI)

Models

● Specialists: HSNet, U-Net, 
Mask2Former

● Omnimodel: Gemini 2.5 
Pro (Zero-Shot)

Methodology

● Performance Stratification: 
Top 5% best-performing 
(Easy) vs. Bottom 5% 
worst-performing (Hard) 
samples

● Evaluation Metrics: Dice 
Coefficient (Overlap) & 
HD95 (Boundary)

Dice: higher is better
HD95: lower is better



Prompts for Omnimodels



Results: Polyp Segmentation (Colonoscopy)

Dice: higher is better
HD95: lower is better

For easy samples, specialist model outperformed omnimodel.
For hard samples, omnimodel outperformed specialist model.





Results: Retinal Vessel Segmentation (Fundus 
Images)

For both easy and hard samples, specialist model outperformed omnimodel.
(see the Key Takeaways slide)

Dice: higher is better
HD95: lower is better





Results: Breast Lesion/Tumor Segmentation 
(Ultrasound)

Dice: higher is better
HD95: lower is better

For easy samples, specialist model outperformed omnimodel.
For hard samples, omnimodel outperformed specialist model.





Key Takeaways

• The relationship is complementary, not direct competition.

• Specialists excel on routine, well-defined cases due to optimized 
architectures and focused training.

• Omnimodels show robustness on difficult cases, using broad 
knowledge as a “common sense” safety net when specialist models 
fail.

• For fine-grained tasks (e.g., retinal vessels), specialized designs 
remain critical, as omnimodels lack the required precision.
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