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Motivation

• Suppose, you have a number of  unique 
labels for a dataset.

• But the amount of labeled data in the dataset 
is very low. (e.g. <5%)

• We can use Semi-supervised learning to 
label the unlabeled data.

• But what about the unseen labels? E.g.
eating in this case.
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Open-World SSL
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Related Work: Novel class discovery
• The task is to cluster unlabeled dataset consisting of similar, but completely disjoint, classes 

than those present in the labeled dataset which is utilized to learn better representation for 
clustering.

• These methods assume that at the test time all the classes are novel. 

• While these methods are able to discover novel classes, they do not recognize the 
seen/known classes. For  the following figure, it will consider elephant, octopus, and cheetah 
as novel classes too.
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Related Work: Traditional Semi-
supervised learning

• Assumes closed-world setting in which labeled 
and unlabeled data come from the same set of 
classes.

• It will assume the unlabeled data can only belong 
to the classes seen in the labeled data.

• So, eating cannot be discovered in this method
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Related Work: Robust SSL

Robust SSL methods  relax the SSL assumption by 
assuming that instances from novel classes may 
appear in the unlabeled test set. 

The goal in robust SSL is to reject instances from 
novel classes which are treated as
out-of-distribution instances.

• So, eating or any activities out of distribution will be 
rejected
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Related Work: Robust SSL
Open-world SSL can
• Classify the seen classes,
• Discover novel classes, &
• Requires no prior knowledge
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ORCA
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ORCA

However, using standard cross-entropy loss on labeled data creates an imbalance 
problem between the seen and novel classes, i.e., the gradient is updated for seen 
classes C_s, but not for novel classes C_n

This can result in learning a classifier with larger magnitudes (Kang et al., 2019) for 
seen classes, leading the whole model to be biased towards the seen classes.

To overcome the issue an uncertainty adaptive margin mechanism and propose to 
normalize the logits as we describe next
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Datasets

* CIFAR-10,
* CIFAR-100 (Krizhevsky, 2009)
* ImageNet (Russakovsky
et al., 2015),
* A highly unbalanced single-cell Mouse Ageing 
Cell Atlas dataset from biology
domain (Consortium et al., 2020).
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Results
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Datasets
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