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Some context:
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RLHF is not real RL

Two main issues with RLHF (third stage of LLM 
training):

• Proxy Objective: The reward model only 
reflects human "vibes" and not the true 
objective, leading to potentially misleading 
results.

• Adversarial Examples: RLHF optimization 
often generates out-of-distribution outputs 
that "game" the reward model, producing 
nonsensical or undesirable responses.



RLAIF vs RLHF

Reinforcement Learning from Human Feedback (RLHF):

• Aligns language models to human preferences.

• Enables optimization for complex, sequence-level objectives unsuitable

    for supervised fine-tuning (SFT).

• Key driver of success in models like ChatGPT and Bard.

Challenge: Dependence on high-quality human preference labels.

Reinforcement Learning from AI Feedback (RLAIF):

• Introduced by Bai et al. (2022b).

• Trains reward models (RMs) on a hybrid of human and AI-generated preferences.

• Demonstrates self-revision capabilities with "Constitutional AI."

Unanswered Question:

• Can RLAIF replace RLHF for large-scale applications?

2/21/2025
              

3



RLAIF vs RLHF (block diagrams)
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Direct RLAIF (d-RLAIF)

• No reward model

2/21/2025
              

5



SFT LLM and the Off-the-shelf LLM

Off-the-shelf LLM: "A model pre-trained or instruction-

tuned (Wei et al., 2021) for general usage but not fine-

tuned for a specific downstream task."

Off-the-shelf LLMs used for label preferences for this paper:

PaLM 2 family of models

• PaLM 2 L

• PaLM 2 S

• PaLM 2 XS
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SFT LLM: PaLM 2 XS 
variants



Off-the-shelf LLM
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Example:
One-shot
Annotation
With
LLM
For
feedback



Off-the-shelf LLM: Example for Helpful dialogue 
(Chain of thought 0-shot)
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Methodology

Preference Labeling with LLMs

• Use "off-the-shelf" LLMs to rate response 

preferences.

• Extract log probabilities for "1" and "2"; 

compute softmax for preference 

distribution.

• Address position bias by reversing 

candidate order and averaging results.

• Experiment with chain-of-thought 

reasoning (CoT): reasoning prompts with 

or without examples.

2/21/2025
              

9

Canonical RLAIF:

• Train reward model (RM) on LLM-generated 
preferences.

• RM trained with cross-entropy on soft labels 
(e.g., [0.6, 0.4]).

• Policy model trained using RM-assigned 
rewards.

Direct-RLAIF (d-RLAIF):

• Addresses RM staleness by directly using LLM 
feedback as rewards.

• LLM rates response quality (1–10); likelihoods 
normalized to weighted score.

• Conduct RL using direct scores as reward 
signals.



Evaluation Metrics

• AI Labeler Alignment: Measures accuracy of AI preferences 

against human preferences.

• Win Rate: Percentage of times one policy is preferred over 

another by humans.

• Harmless Rate: Proportion of responses deemed safe by 

human evaluators.
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Results: Key contributions

• Comparable performance: RLAIF vs. RLHF 

(Summarization win rate: 71% vs. 73%; Helpful 

dialogue win rate: 63% vs. 64%; Harmlessness: 88% 

vs. 76% vs. 64% for SFT).

• RLAIF improves SFT with same-size labeler and 

policy.

• Direct-RLAIF: Off-the-shelf LLM rewards, no RM 

training, outperforms RLAIF.

• Chain-of-thought reasoning enhances AI-human 

alignment.

• LLM labeler size vs. human preference alignment 

trade-offs.
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Results: Win rate and harmless rate

• Win rate and harmless rate finally evaluated by humans.

• Default architecture of RLAIF is PaLM 2 L. Same-size RLAIF's architecture is PaLM 2 XS, same 
as the SFT.
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Results:
• Question: is it expected the 

alignment to be very high as 

the goal is to do better than 

humans with RLAIF?
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